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Abstract—Many research works regarding the design of a pattern
recognition (PR) approach for surface electromyography (sSEMG) signal
analysis have attempted to find the most relevant features leading to
the highest classification performance. While some classical works have
outlined the general time-domain (TD) features related to SEMG signals,
the research area still lacks data-driven feature selection (FS) methods
that would generalize the effect of features on the classification perfor-
mance. This paper proposes a novel approach of using a Neighborhood
Component Analysis (NCA) algorithm as the FS step in the PR scheme.
The NCA-based feature selection (NCA-FS) has resulted in an increase
in the classification accuracy and F1 score of four machine learning
(ML) models while reducing the total complexity of the PR scheme for
two subjects in the NinaPro Database 2 (DB2). Moreover, the proposed
method has elicited the most powerful TD features, positively affecting
the overall performance, compared to some classical and state-of-the-art
works regarding SEMG signal recognition.

Index Terms—Surface Electromyography, Feature Selection, Pattern
Recognition, Neighborhood Component Analysis, Signal Classification.

I. INTRODUCTION

Surface electromyography (SEMG) is a data acquisition method for
electric muscle activity, with applications in developing myoelectric
prostheses for academic research and finally commercial use. Whilst
most of the commercially available prosthetic devices adopted the
simple control scheme based on SEMG amplitude, research has
widely focused on incorporating machine learning (ML) and deep
learning methods to classify the SEMG signals into separate motions
of a prosthesis. This novel control scheme is called the pattern
recognition (PR) approach. As the application of the PR approach
in the myoelectric prosthesis design would substantially increase the
dexterity of the device and eliminate the need for strict electrode
arrangement, there is a need to explore the algorithms within the PR
method, yielding the highest reliability and efficiency.

A flowchart of the PR approach is shown in Fig. 1. The first stage
is signal preprocessing, where SEMG signals are filtered to eliminate
various sources of noise, including 50- or 60-Hz power line noise
[1]. In the second stage, due to the non-stationarity of the sEMG
time series, the useful information is extracted in windows in the
form of mathematical features [1]. The third stage is optional and
mainly comprises the feature selection (FS) or reduction processes,
where the features with the highest “descriptive” power are selected
for further classification [1]. Lastly, various statistical ML models are
trained on the resultant feature matrix to predict the motion class of
the test data [1].

Many researchers have focused on finding universal features that
best describe the stochastic nature of SEMG. The pioneering work [2]
proposes the classical feature set, consisting of five time-domain (TD)
features, namely the Mean Absolute Value (MAV), Mean Absolute
Value Slope (MAVS), Zero Crossing (ZC), Slope Sign Change (SSC),
and Waveform Length (WL), upon which other similar research
quests have been aroused. A predefined set of features has also
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Fig. 1. Flowchart of the PR approach in sEMG signal analysis.

been deployed in the sSEMG classification task in [3] and [4]. The
further studies analyzed the usefulness of a feature or a predefined
combination of features based on their effect on the classification
error [5] or by visual inspection of their scatter plots [6]; however,
very few studies deployed any data-driven FS algorithms that would
ease the given problem. The proper FS algorithm would highlight
the most prominent features of the given data while eliminating the
unnecessary ones. This scenario overall may help in the classification
task and overall reduce the complexity of the entire PR model, which
could be beneficial for hardware implementation later.

The existing state-of-the-art works regarding FS approaches select
features based on the ratio of the Euclidean distance (ED) between the
feature means of two respective motions and the standard deviation
(STD) value of all windows within a feature [7]. The features’
discriminative power based on the Bhattacharyya distance as the filter
FS method, and the Sequential Forward Search (SFS) combined with
the Linear Discriminant Analysis (LDA) classifier as the wrapper FS
method have been evaluated in [8]. The Particle Swarm Optimization
(PSO) has been introduced to select appropriate features for SEMG
classification [9]. Pearson’s Correlation Coefficient (PCC) has also
been used for removing irrelevant features based on statistical linear
correlation between a pair of features [10]. Additionally, the Principal
Component Analysis (PCA) and LDA have been employed as the
dimensionality reduction methods, neglecting the entirety of a feature
extracted from multiple channels but rather seeing the feature set as
a matrix of samples [11].

This paper proposes to employ the Neighborhood Component
Analysis (NCA) algorithm as the SEMG FS method [12]. Using
NCA, the weights of each individual feature in the extracted set
are calculated. Out of 44 extracted TD features appearing in the
literature regarding the SEMG analysis, different feature subsets are
obtained by setting distinct thresholds for feature weights in NCA.
The obtained feature vector with no FS and with NCA-based feature
selection (NCA-FS) using several thresholds has been trained on four
ML classifiers to observe the effect on classification performance.
Furthermore, the results have been compared with the performance of
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Fig. 2. Flowchart of the proposed method.

the benchmark and classical feature sets existing in the literature. The
aim of this work is to evaluate the contribution of the incorporated
NCA algorithm as the FS method to the change in prediction
performance and complexity of the PR approach. The rest of the
paper is organized as follows. Section 2 gives details of materials
and methods. The results and discussion are provided in Section 3.
Finally, the concluding remarks are given in Section 4.

II. MATERIALS AND METHODS
A flowchart of the proposed method is shown in Fig. 2 and the
detailed description of the various stages within the proposed method
is as follows.

A. Dataset and Preprocessing

The Non-Invasive Adaptive Prosthetics (NinaPro) Database 2
(DB2) has been considered for experiments. The NinaPro DB2
contains 40 healthy subjects of both genders and of different ages
and constitutions [13]. Each subject performed three different exer-
cises that involve basic finger and wrist movements, grasping and
functional actions, and force patterns, respectively [13]. All three
exercises constitute 50 distinct motion classes, including rest, and
are performed in six repetitions (sessions) [13]. Subjects repeat hand
motions that appear on the laptop screen for 5 seconds for each
gesture, followed by 3 seconds of rest [13]. The SEMG signals have
been recorded using 12-channel Delsys Trigno wireless electrodes at
a sampling rate of 2 kHz [13]. For experiments carried out in this
study, only Subject 1 (S1) and Subject 5 (S5) have been considered.
Both subjects are right-handed men in their twenties.

The preprocessing step first comprises the band-pass filtering with
the 8"-order Butterworth digital filter. The cut-off frequencies of the
Butterworth band-pass filter are set to 20 and 500 Hz. The 2"-order
Notch filter has been implemented to eliminate the 50 Hz power line
noise. After the filtering stage, the signals have been downsampled
by a factor of 2, from 2 to 1 kHz.

B. Feature Extraction
The feature extraction step implies the representation of the sSEMG
time series in the form of valuable and descriptive domain features.

TABLE 1

FORTY FOUR TD FEATURES WITHIN THE ORIGINAL SEMG FEATURE SET
Index Feature
1 Root Mean Square (RMS) [14]
Mean Absolute Value (MAV) [2]
3 Average Amplitude Change (AAC) [6]
4 Average Energy (AE)
5 Absolute Value of the Summation of the exp‘h Root (ASM) [15]
6 Absolute Value of the Summation of Square Root (ASS) [15]
7 Cardinality (CARD) [16]
8 Coefficient of Variation (COV) [17]
9 Difference Absolute Mean Value (DAMV) [14]
10 Difference Absolute Standard Deviation Value (DASDV) [14]
11 Difference Variance Value (DVARV) [18]
12 Enhanced Mean Absolute Value (EMAV) [19]
13 Enhanced Waveform Length (EWL) [19]
14 Integrated EMG (IEMG) [6]
15 Interquartile Range (IQR) [20]
16 Kurtosis (KURT) [10]
17 Log of Coefficient of Variation (LCOV) [21]
18 Log Detector (LD) [22]
19 Log of Difference Absolute Mean Value (LDAMYV) [18]
20 Log of Difference Absolute Standard Deviation Value (LDASDV) [18]
21 Maximum Fractal Length (MFL) [23]
22 Mean Absolute Deviation (MAD) [20]
23 Mean Absolute Value Slope (MAVS) [2]
24 Mean Value of the Square Root (MSR) [15]
25 Modified Mean Absolute Value 1 (MMAV1) [6]
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41

Modified Mean Absolute Value 2 (MMAV?2) [6]

Myopulse Percentage Rate (MYOP) [6]

New Zero Crossing (ZC) [24]

Simple Square Integral (SSI) [6]

Skewness (SKEW) [10]

Slop Sign Change (SSC) [2]

Standard Deviation (STD)

Teager-Kaiser Energy Operator (TKEO) [21]

Temporal Moment (TM) [6]

Variance (VAR)

Variance of EMG (VAREMG) [22]

v-Order (VO) [6]

Waveform Length (WL) [2]

Willison Amplitude (WAMP) [22]

Zero Crossing (ZC) [2]

Histogram (HIST) [25]
42 Coefficients of the 4™ order Autoregressive Model (AR4) [26]
43 Coefficients of the 5™ order Autoregressive Model (ARS5) [26]
44 Coefficients of the 6™ order Autoregressive Model (AR6) [26]

Those features are extracted in overlapping or non-overlapping win-
dows, during the duration of which the SEMG signal is assumed to
be stationary and ergodic. A rectangular window of length of 256
milliseconds (ms) is used. The window increment size of 128 ms for
the training set and 64 ms for the test set is used. Table I shows
TD features that constitute the original SEMG feature set with no
FS. It has been decided to extract 44 different TD features, which
have been used in various SEMG analysis research works. The bin
size for the Histogram (HIST) feature is chosen to be 5. The orders
of the Temporal Moment (TM) and v-Order (VO) features are set
to 3 and 4, respectively. For the Cardinality (CARD), Myopulse
Percentage Rate (MYOP), Slope Sign Change (SSC), Zero Crossing
(ZC), and Willison Amplitude (WAMP) features, the threshold value
€ is computed as [28]:

e=RX

where ynar; are signal samples at rest (no motion) and R is the
coefficient ranging from 0 to 4, which has been empirically set to 0.5
for results reported in this study. It is worth to mention that transitions
between motion classes may contain imprecise signal information that
can be removed to improve the classification accuracy [3]. Therefore,
eight samples before and after the transition have been removed from
each feature in the resulting feature vector. Lastly, all the features
have been normalized across their mean and STD values.

C. Proposed NCA-Based Feature Selection (NCA-FS)

The NCA algorithm is an efficient statistical analysis tool that
addresses two major limitations of the k-Nearest Neighbor (kNN)
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Fig. 3. Classification error of NCA for 20 different values of the regularization
parameter A for S1 and S5.

algorithm: high computational complexity and uncertainty in choos-
ing the “proper” distance metric for “nearest neighbors” [12]. The
kNN’s high complexity is explained by its necessity to store and
search through all the sample space to identify the neighbor(s) of a
test sample and label it accordingly. By contrast, the NCA algorithm
uses the stochastic neighbor selection (SNS) method to more effi-
ciently identify the neighbor(s) of the input sample. However, since
information about the distribution of the test data is unavailable, the
NCA algorithm attempts to minimize the leave-one-out (LOO) error
on the training data [12]. Consider a classification problem with a
training set:

D:{(xi7ci),i:1721"'aN}a (2)
where N is the number of observations, z; € R” are the feature
vectors, ¢; € {0,1,---,J — 1} are the class labels with J denoting
the number of classes [12]. With some probability, NCA picks a
reference sample x; from D to label another training sample x; based
on the class label of the reference. A choice for a reference point
depends on the distance between two samples based on the weight
vector w and computed as [27]:

P
duw (Ti,25) = walxir = zjr|, 3)
r=1

where w;, is the weight of the " feature. The probability of x; being
chosen as the reference point for &; is computed as:
— ]\{((d‘w(m'ﬁmj)) , Dii = 07 (4)
2 K (dw (@i, 28))
where K(z) = exp(—Z) is the kernel function and o denotes the
kernel width parameter, which controls the likelihood of any given
point being chosen as the reference point [27]. Thus, the objective of
NCA is to maximize the average number of observations classified
correctly under the SNS rule, and it is computed as [27]:

TR 1 X
Flw) =+ D> cipi= N > v )
i=1 j=1,j#i i=1
where c;; = 1 if ¢; = ¢; and is 0 otherwise.

For the FS operation, the regularized version of the objective
function is computed as [27]:

Fw)= 5 S pi- A w?, ©)

where A is the 1regularizati0nZ plarametert \}vhich can drive many
weights in w to zero and be adjusted through cross-validation [27].
The NCA’s task is to find the optimal weights w that maximize F'(w);
however, after setting the kernel width ¢ = 1, the maximization of
F(w) is equivalent to the following minimization problem for given
A [27]:

A . 1 N N P )

W = argmin( DY pylleie) +AD wi), (D)

i j=1,j#i

where @ is the optimal feature weight vector and I(c;,c;) is a
classification error, which is 1 when ¢; # ¢; and is O otherwise. Thus,

Pij
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Fig. 4. Feature weights of 44 TD features computed by NCA for S1.

the found feature weight vector is the one that minimizes the LOO
classification error of NCA. By keeping the features with only non-
zero weights or with weights greater than some certain threshold, the
distance metric can be made low-rank and solve the aforementioned
computational complexity problem of kNN.

The FS phase is associated with identifying and deploying the
most powerful features with the goal of improving classification
performance and reducing PR model complexity. The NCA model has
been trained and tuned for subjects S1 and S5 separately. Fig. 3 shows
the NCA classification error for different values of the regularization
parameter A for S1 and S5. The NCA model’s error optimization
has been performed via the leave-one-repetition-out (LORO) strategy.
The LORO scheme implies training the model on five repetitions
and using the sixth repetition for the test. By repeating this process
five more times, the total accuracy is then averaged across all the
combinations.

Fig. 4 shows the feature weights for all 44 extracted TD features for
S1. A similar trend is observed for S5 and is omitted for the sake of
space. After identifying the A parameter corresponding to the lowest
error, this value is used to train twelve separate NCA models based
on data from 12 distinct SEMG channels. As each individual feature
takes up 12 columns (except AR coefficients, whose size depends
on the order of the AR model) of the feature matrix, the standard
FS technique may assign little weight to some of the channels. The
proposed methodology suggests developing the NCA-FS scheme on
all 12 SEMG channels and then averaging their weights. This method
allows the entire feature to be preserved without missing channels as
columns. From Fig. 4, it can be observed that the 16" feature has
the highest weight across all 12 channels on average.

Finally, several thresholds have been applied to the feature weight
vector to come up with different feature subsets. These feature subsets
are classified using ML models and compared in terms of their
performance and execution time.

III. RESULTS AND DISCUSSION

Four different statistical ML models have been used for classifi-
cation: Support Vector Machine (SVM), kNN, LDA, and Ensemble
of Bagged Decision Trees (EBDT). The SVM model is used with
the Radial Basis Function (RBF) kernel and the ‘auto’ kernel scale
parameter in MATLAB. For kNN, the number of neighbors equals
3, as it has been empirically deduced that this value results in
good classification performance. The EBDT model has the following
parameters: minLeafSize = 10, maxNumSplits = 300, Split criterion =
‘deviance’. The data has been classified using the ‘one-vs-all’ (OvA)
strategy and based on the previously mentioned LORO scheme.

The performance for different feature sets resulted from NCA-FS
has been assessed using the accuracy metric, being defined as [29]:

J—1
TP, +TN;
®

A ==
ccuracy 7 2 TP, + FP; + TN, + FN;’




WITH NO FS AND NCA-FS OF SI1X DIFFERENT THRESHOLDS.

TABLE I
THE AVERAGE CLASSIFICATION ACCURACY FOR FOUR ML CLASSIFIERS

TABLE IV
THE AVERAGE PR EXECUTION TIME IN SECONDS (S) FOR FOUR ML
CLASSIFIERS WITH NO FS AND NCA-FS OF SIX DIFFERENT THRESHOLDS.

no FS NCA-FS no FS NCA-FS
=0 | =20 (=30 (=40 (=50 (=60 =70 (=0 | =20 (=30 (=40 (=50 (=60 =70
(p=440)|(p=295) (p=23.0) (p =175 (p=13.5) (p=10.0) (p =6.0) (p=440)|(p=295) (p =23.0) (p=175) (p=135) (p=10.0) (p =6.0)
SVM | 07965 | 07966  0.8009 07994 07970 07918  0.7875 SVM | 83048 | 685.82  635.65  565.11 49339 41428  372.67
KNN | 07597 | 07595 07616  0.7556  0.7505  0.7579  0.7542 KNN | 2459.02 | 2001.84 1641.95 134222 120627  718.56  455.22
LDA | 06488 | 0.6958 07459 07448 07433 07361 07183 LDA | 760.86 | 667.80  611.07  519.86  487.92  354.84  312.77
EBDT| 07771 | 07803 07801  0.7813  0.7803  0.7787  0.7757 EBDT| 592.66 | 550.50  513.38 45437 42149 35775  334.87
TABLE III TABLE V

THE AVERAGE F1 SCORE FOR FOUR ML CLASSIFIERS WITH NO FS AND
NCA-FS OF SIX DIFFERENT THRESHOLDS.

COMPARISON OF THE RESULTS OF THE BENCHMARK FEATURE SETS WITH
THOSE OBTAINED USING NCA-FS FOR THE SVM CLASSIFIER

no FS NCA-FS Accuracy F1 Ex. time (s) Complexity, p
t=0 =20 t=3.0 t=4.0 t=50 t=60 =70 Hudgins et al. set 0.7684 0.6378 280.44 5.0
(p=44.0)|(p=295) (p=23.00 (p=17.5) (p=13.5) (p=10.0) (p =6.0) Atzori et al. set” 0.7827 0.6678 367.61 7.0
SVM | 0.6882 0.6945 0.6971 0.6932 0.6890 0.6831 0.6674 Phinyomark et al. set 0.7680 0.6427 353.33 15.0
kNN 0.6426 0.6473 0.6468 0.6392 0.6283 0.6359  0.6190 Souza et al. set 0.7804 0.6671 368.18 7.0
LDA 0.5782 0.5826 0.6330 0.6387 0.6267 0.6147  0.5637 Proposed method (a) 0.8009 0.6971 635.65 23.0
EBDT| 0.6393 0.6433 0.6457 0.6499 0.6499 0.6439  0.6460 Proposed method (b) 0.7875 0.6674 372.67 6.0

where T'P;, F'P;, T'N;, and F'N; are True Positives, False Negatives,

True Negatives, and False Negatives, respectively, of the class «.

Another classification metric is F1 score, being computed as [29]:

1< TP,

J 2 TP+ 1(FP ' ©
= i + 5 (FP; + FN;)

The execution time is computed for the entire PR model, beginning
with the preprocessing step and finishing with the motion prediction.
The experiments have been performed using a desktop PC that has
an Intel Core 19 vPro 9th Gen processing unit with 8 cores. Feature
extraction and classification have been carried out via the Parallel
Computing Toolbox in MATLAB R2022a.

A. Effect of NCA-FS on Classification Performance

Table II and Table III show the average accuracy and F1 scores
of four classification methods based on seven different threshold
values, where a threshold 7 of 0 means there is no FS used and
an average number of features p (complexity) is equal to 44.0. Table
IV shows the average execution time of the PR model for different
classifiers and thresholds. Overall, all four classifiers demonstrated
the peaking phenomenon after applying NCA-FS and eliminating
redundant features. While reducing the PR complexity and achieving
a faster execution time by decreasing the feature set to 23.0 features,
the SVM and kNN models achieved even slightly higher accuracy
and F1 score than by no FS and/or NCA-FS with milder thresholds.
For the LDA model, the NCA-FS approach at the same threshold
value shows an increase in accuracy of almost 10% and the second
best result for the F1 score. The EBDT classifier achieves its peak
accuracy and F1 score using NCA-FS when the average number of
features p is 17.5 and 13.5, respectively. Apparently, once applying
higher threshold values and further decreasing the complexity, all
four models’ classification performances eventually drop. The SVM
model using the NCA-FS approach has shown superior performance
over other classifiers and is thus chosen for comparison with the
existing benchmark feature sets.

F1 =

B. Performance Comparison with Benchmark Feature Sets

In this section, the best classification performance of a feature
set derived from NCA-FS is compared to the best performance of
the benchmark sEMG feature sets existing in the literature. Table V
shows the SVM model’s average accuracy, F1 score, and execution
time for different feature set complexities of corresponding works.

(a) - NCA-FS of r = 3.0, (b) - NCA-FS of r = 6.0, ¥ - a modified version

There is a classical Hudgins et al. [2] feature set consisting of five TD
features (p = 5.0); a modified version of the Atzori et al. [25] feature
set, which consists of the Hudgins et al. set and two more TD features
(without a marginal Discrete Wavelet Transform (mDWT), which is
a time-frequency domain (TFD) feature); a Phinyomark et al. [6] set
of fifteen TD features selected based on scatter plots of different
combinations of channels of the respective features; and a Souza et
al. [10] set selected based on PCC values of different combinations
of features. The feature set derived from NCA-FS, with a complexity
of 23.0, shows higher classification performance in terms of accuracy
and F1 score than other feature sets while having slower execution.
However, after decreasing the complexity to 6.0 features using NCA-
FS, the classification accuracy still has a greater value than in
other sets. The resultant execution time is comparable with other
approaches. Thus, the NCA algorithm serves as a robust data-driven
FS method that could enhance the classification performance while
reducing the model complexity and execution time by finding the
most powerful features within the original SEMG feature set.

IV. CONCLUSION

In this work, the NCA algorithm has been proposed as the data-
driven FS method for sEMG signal classification. The proposed
method suggests finding average weights of individual TD features
across all the channels and then applying different threshold values
to get the optimal feature subset leading to the best trade-off be-
tween performance and complexity. With this approach, the results
have shown a slight improvement in accuracy for SVM, kNN, and
EBDT classification rules and a substantial improvement in the given
metric for the LDA model, while reducing their total complexity.
Additionally, the NCA-FS method helped to identify the best feature
sets acquired from the original one of 44 features that lead to a
higher classification performance and comparable complexity than
with benchmark feature sets.

Future work may consider generalizing results of NCA-FS to a
larger number of subjects from NinaPro DB2 to reveal the most pow-
erful features across all the subjects. Moreover, further studies may
focus on using the NCA algorithm as a multivariate FS technique,
which would receive the entire feature matrix and provide information
about the redundancy of some sEMG channels. The performance of
NCA may be compared with other FS methods like Relief or PCC.
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